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yields
_la

[[X]]

Moreover, a function f : G — C which is constant on each conjugacy class of G, i.e. such that
f(gxg™') = f(x) ¥V g,x € G, is called a class function (on G).

|Ca(x)]

Lemma 7.8

Characters are class functions.

Proof: Let py : G — GL(V) be a C-representation and let y, be its character. Again, because by the
properties of the trace we have Tr(B o y) = Tr(y o B) for all C-endomorphisms B,y of V (GDM ), it
follows that for all g, x € G,

xv(gxg™") =Tr (pv(gxg™")) = Tr (pv(g)pv(x)pv(g9)™")
=Tr (pv(x) pv(9)~"pv(g) ) = Tr (pv(x)) = xv(x).
_
=Id, |

Exercise 7.9

Let p, : G — GL(V) be a C-representation and let y, be its character. Prove the following
statements.

(a) If g € G is conjugate to g~ then x,(g) € R.

(b) If g € G is an element of order 2, then x,,(g) € Z and x,,(g) = x,/(1) (mod 2).

Exercise 7.10 (The dual representation / the dual character)

Let p,, : G — GL(V) be a C-representation.
(a) Prove that:
(i) the dual space V* := Homc(V,C) is endowed with the structure of a CG-module via
GxV* — V*
(g.f) = gf
where (g.f)(v) :=f(g""v) Y ve V;
(ii) the character of the associated C-representation p, . is then x,« = X, ; and
(ii)) if p), decomposes as a direct sum p,, @ p,, of two subrepresentations, then

Pyx is equivalent to p . @ P«
1 2

(b) Determine the duals of the 3 irreducible representations of S3 given in Example 2(d).

8 Orthogonality of Characters

We are now going to make use of results from the linear algebra (GDM) on the C-vector space of
C-valued functions on G in order to develop further fundamental properties of characters.
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Notation 8.1

We let (G, C) := {f : G —> C | f function} denote the C-vector space of C-valued functions on G.
Clearly dimc F(G,C) = |G| because {04 : G — C, h — 9y | g € G} is a C-basis (see GDM).
Set Cl(G) := {f € F(G,C) | f is a class function}. This is clearly a C-subspace of F(G,C), called
the space of class functions on G.

Exercise 8.2
Find a C-basis of C[(G) and deduce that dimc Cl(G) = |C(G)|.

Proposition 8.3

The binary operation

(Se: F(G,C)x F(GC) — C -
(f1,12) = ) = g Ygee f1(9)R(9)

is a scalar product on F(G,C).

Proof: It is straightforward to check that {, ) is sesquilinear and Hermitian (Exercise on Sheet 3); it is
positive definite because for every f € F(G, C),

o= 16 51079 = g X Qok

gel gEC
and moreover (f, f). = 0 if and only if f = 0. |

Remark 8.4

Obviously, the scalar product (, ) restricts to a scalar product on CI(G). Moreover, if f, is a
character of G, then by Property 7.5(d) we can write

(h, B) t1(g)f2(g) f1(g
¢- ’G’ Z \G\ Z

geG geCG

The next theorem is the third key result of this lecture. It tells us that the irreducible characters of a
finite group form an orthonormal system in CI/(G) with respect to the scalar product (, ).

Theorem 8.5 (1sT ORTHOGONALITY RELATIONS)

If p,, : G — GL(V) and p,, : G — GL(W) are two irreducible C-representations affording the
characters y,, and x,, respectively, then

1 _ 1 ifp, ~pu,
Xv Xw)e = m Z xv(9)xw(g 1) = {0 if v W
95G W py * pw-

Proof: Choose ordered C-bases E := (eq,..., e,) and F := (fy,..., fm) of V and W respectively. Then for
each g € G write Q(g) := (p,(g)), and P(g) := (pW(g))F. If p, # py compute
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Otvxwde = |10| S xu(@xw(g™") = |10| S 1 (0(9)) Tr (P(g ™))

geC

=0 by (a) of Schur’s Relations

and similarly if p,, ~ p,, then by Lemma 7.3, we may assume w.l.o.g. that W =V, so P = Q and we

obtain
n m 1 B n 1
Gvoxvie =22, cl 2. 09)iQ(g™ )y =3, =1.
i=1j=1 geG i=1
=166 by (b) of Schur's Relations [

9 Consequences of the 1st Orthogonality Relations

In this section we use the 1st Orthogonality Relations in order to deduce a series of fundamental
properties of the (irreducible) characters of finite groups.

Corollary 9.1 (Linear independence)

The irreducible characters of G are C-linearly independent.

Proof: Assume >.7_; Aix; = 0, where x;, ..., x, are pairwise distinct irreducible characters of G, Ay,..., As €
C and s € Z.y. Then the 1st Orthogonality Relations yield

S S
0= <Z )‘iXi'Xj>C = Z)‘i <Xi'Xj>G =4
i=1 =1

=05

for each 1 < j <'s. The claim follows. ]

Corollary 9.2 (Finiteness)

There are at most |C(G)| irreducible characters of G. In particular, there are only a finite number
of them.

Proof: By Corollary 9.1 the irreducible characters of G are C-linearly independent. By Lemma 7.8 irrre-
ducible characters are elements of the C-vector space C{(G). Therefore there exists at most dimc Cl(G) =
|C(G)| < oo of them. |

Corollary 9.3 (Multiplicities)

Let p,, : G — GL(V) be a C-representation and let p,, = py, @@ py, be a decomposition of
py into irreducible subrepresentations. Then the following assertions hold.

(a) f pyy : G — GL(W) is an irreducible C-representation of G, then the multiplicity of p,,, in
py, @@ py,_is equal to {xy, Xy )¢
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(b) This multiplicity is independent of the choice of the chosen decomposition of p, into irre-
ducible subrepresentations.

Proof: (a) W.lLo.g., we may assume that we have chosen the labelling such that
Py =Py, @ @py@py,, O Dpy,

where p, ~py V1 <i<landp, # py, VI+1<j<s Thus y, = x, V1 <i<lby
i { ,
Lemma 7.3. Therefore the 1st Orthogonality Relations yield

XviXw)e = Z<Xv Xw)c + Z <Xv Xw)e = 2<XW XW>C + Z <Xv xwye = L.

j=1+1 j=l+1 E/—/
(b) Obvious, since {xy. x> depends only on V and W, but not on the chosen decomposition. |
We can now prove that the converse of Lemma 7.3 holds.

Corollary 9.4 (Equality of characters)

Let p, : G — GL(V) and py, : G — GL(W) be C-representations with characters x,, and x,
respectively. Then,

Xv=Xw <= Pv~Pw-

Proof: “<=": The sufficient condition is the statement of Lemma 7.3.

“=": To prove the necessary condition decompose p,, and p,, into direct sums of irreducible subrepre-

sentations
Pv:Pvm@'”@Pvm ®-- @Pv ®- @vam ,
%,_z
all ~py, all ~pv,

Pw :pW1,1C—B“'@’OWLM(—B“.@pWsJ@.”@pWS'Ps'

all ~py, all ~py;

where m;,p; = 0 for all 1 < i < s and the pvs are pairwise non-equivalent irreducible C-
representations of G. (Some of the m;, p;’s may be zero!) Now, as we assume that yx,, = xy, for
each 1 < i < s Corollary 9.3 yields

mi = <Xv:Xv[>c = <XW'X\/[>G = Ppi,

hence p,, ~ py- |

Corollary 9.5 (Irreducibility criterion)

A C-representation p,, : G — GL(V) is irreducible if and only if {x,, x\,)c = 1.

Proof: “=": holds by the 1st Orthogonality Relations.
“<": As in the previous proof, write

PV=PVH@"'@PV D @py, D Dpy,,
%,_/

s.mg
%,_z
all ~pv, all ~py,
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where m; > 1 for all 1 < i < s and the pvs are pairwise non-equivalent irreducible C-
representations of G. Then, using the assumption, the sesquilinearity of the scalar product and the
1st Orthogonality Relations, we obtain that

S s
T=Otvoxvre = D mi Xy, Xvye = D, M-
i=1 T i=1

Hence, w.lL.o.g. we may assume that my = 1Tand m; =0V 2 < i <s, so that p, = py, is irreducible. W

Theorem 9.6

The set Irr(G) is an orthonormal C-basis (w.r.t. {, ).) of the C-vector space CI(G) of class functions
on G.

Proof: We already know that Irr(G) is a C-linearly independent set and also that it forms an orthonormal
system of CI(G) w.rt. {, ). Hence it remains to prove that Irr(G) generates CI(G) as a C-vector space.
So let X := {Irr(G) )¢ be the C-subspace of CI(G) generated by Irr(G). It follows that

ClG) =X X

where X1 denotes the orthogonal of X with respect to the scalar product (, ). (see GDM). Thus it is
enough to prove that X+ = 0. So let f € X*, setf := 3]

assertions:

(1) f € Z(CG) (the centre of CG): let h e G and compute

hfh~=" = E@hg Cp si= hgh™" Zf Z

geCG seG —1(s) seG

gec f(g)g € CG and we prove the following

Hence hf = fh and this equality extends by C-linearity to the whole of CG, so that f € Z(CG).

(2) If V is a simple CG-module with character x,, then the external multiplication by f on V is scalar

multiplication by dir‘ncc‘\/<XV’ )¢ € C: first notice that the external multiplication bgf on V, i.e. the map

f-—:V—»V,v»—>f~v

is CG-linear (i.e. an element of Endcg(V)). Indeed, for each x € CG and each v € V we have

v v 9 v

fo(x-v)=(fx)-v=Kxf)-v=x-(f-v)

because f € Z(CG). Therefore, by Schur’s Lemma, there exists a scalar A € C such that f - — = Aldy.
Now, setting n := dimc(V), we have

_ 14l
n Xv -

1 1
= LTy = Tl ZE; r (mult. by g on V) = g;cf
=xv(9)

(3) If V is a simple CG-module with character x,, then the external multiplication by f on V is zero:

indeed, (x,, f)c = 0 because f € X and the claim follows from (2).

(4) f = 0: indeed, as the external multiplication by f is zero on every simple CG-module, it is zero on

every CG-module, because any CG-module can be decomposed as the direct sum of simple submodules
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by the Corollary to Maschke's Theorem. In particular, the external multiplication by f is zero on CG.
Hence 5 y
0="F-1cc ==Y Tg)g
geCG

and we obtain that f(g) = 0 for each g € G because G is a C-basis of CG. But then f(g) = 0 for each
g € G and it follows that f = 0. u

Corollary 9.7

The number of pairwise distinct irreducible characters of G is equal to the number of conjugacy

classes of G. In other words,
[Irr(G)[ = |C(G)].

Proof: By Theorem 9.6 the set Irr(G) is a C-basis of the C-vector space CI(G) of class functions on G.
Hence,

|Irr(G)| = dimc CL(G) = |C(G)|
where the second equality holds by Exercise 8.2. ]

Corollary 9.8
Let f € CI(G). Then the following assertions hold:

(@) f =2 e X6 X

(b) <f' f>G = erlrr(G)<f'X>2 ,
(c) fis a character <= (f, x)o€Z>0 V x €lrr(G); and
(d) felrr(G) <= fis a character and {f,f), = 1.

Proof: (a)+(b) hold for any orthonormal basis with respect to a given scalar product. (GDM!)

(c) '=": If f is a character, then by Corollary 9.3 the complex number {f, ) is the multiplicity of x
as a constituent of f for each x € Irr(G), hence a non-negative integer.

‘<" If for each x € Irr(G), {f, x); =: my € Zxo, then f is the character of the representation

mX
pi= @ Drkx)
Xx€Elrr(G) j=1

where p(x) is a C-representation affording the character x.

(d) The necessary condition is given by the 1st Orthogonality Relations. The sufficient condition follows
from (b) and (c). m

Exercise 9.9

Let V be a CG-module affording the character x,, . Consider the C-subspace of fixed points under
the action of G, thatis, V¢ :={ve V |g-v =vVYge G}. Prove that

) 1
dimc V© = @l > xvl(g)
geCG
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in two different ways:
1. considering the scalar product of x|, with the trivial character 1¢;

2. seeing V¢ as the image of the projector 7: V — V, v > ﬁdec g-v.

32



